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In this paper, we present an innovative approach to instructional design that
combines generative artificial intelligence (AI) with learning analytics to
facilitate the co-creative development of learning materials and
assessments. The approach was evaluated in an exploratory study with 54
preservice teachers across three university courses. The results
demonstrated the effectiveness of the approach, as the students rated the
AI-generated materials as good to very good and highlighted the material
clarity and engagement opportunities as benefits. The approach shows
particular promise for teacher education, as it can enable future educators to
develop both practical experience and a critical understanding of AI-
enhanced instructional design.

Introduction
The potential for artificial intelligence (AI) to transform and shift the traditional paradigm of teaching and learning in education
is a topic of considerable interest. In recent years, developments in the field of AI have been significant and continuous, with
an emphasis on generative AI (GenAI; Mishra et al., 2024; Pratschke, 2024; Yusuf et al., 2024). In general, the benefits of AI in
education are manifold and include personalized learning, greater insight into student understanding, positive impacts on
learning outcomes, and reduced planning and administrative time for educators (Bond et al., 2023; Chan & Hu, 2023; Kasneci
et al., 2023; Mah & Groß, 2024). For example, learning analytics provides deeper insights into student understanding, thereby
allowing educators to more effectively identify and address learning gaps and positively impact student retention (Arnold &
Pistilli, 2012; Mah, 2016; Márquez et al., 2023; Tsai et al., 2020). Key challenges related to AI in education include ethical
considerations (e.g., concerns about honesty and plagiarism; Cotton et al., 2023; Holmes et al., 2022; Susnjak, 2022),
curriculum development (Bellas et al., 2023; Chiu, 2021; Southworth et al., 2023), infrastructure, and digital and AI literacy
including empowering to use AI-based tools (Almatrafi et al., 2024; Delcker et al., 2024; Fraillon et al., 2020; Hall, 2025; Ng et
al., 2021). However, despite the growing body of research and literature on AI in education (Chiu et al., 2023; Crompton &
Burke, 2023), exploration of the integration of GenAI with other AI-based educational technologies, such as learning analytics,
has been limited (Khosravi et al., 2023). Furthermore, relatively little research has been conducted on combining AI-based tools
for instructional design purposes (S. Choi et al., 2023; Luo et al., 2024; Xu et al., 2025). Hence, in order to address this research
gap, we examined a combination of AI-based tools from the perspective of instructional design in this study. While theoretical
frameworks for AI integration in education exist, a gap remains in practical approaches for implementing these technologies
combined in educational settings. We therefore evaluated an instructional design approach which integrates GenAI (large
language models, LLM) and learning analytics in a higher education setting. This paper details a co-creative approach for
instructional design and its evaluation through an exploratory study with preservice teachers and students of educational
science on the basis of a design approach which systematically combines genAI and learning analytics. It concludes with
implications for educational practice and recommendations for implementing AI-based tools in instructional design
processes.
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Theoretical Background

Artificial Intelligence in Education
The field of AI has a long history, with research dating back to the 1960s. However, the exponential growth in data availability,
computing power, and consequently, AI capabilities over the past few years has led to a rapid increase in research and public
discourse on the use of AI in education (Crompton & Burke, 2024; Fütterer et al., 2023). Based on one of the first systematic
reviews on AI in education in 2019, researchers identified four principal categories from a typology of AI research and
applications in the field of education: profiling and prediction, intelligent tutoring systems, assessment and evaluation, and
adaptive systems and personalization (Zawacki-Richter et al., 2019). This foundation served as the basis for a more recent
meta-systematic review (Bond et al., 2023). Advancements in AI are evolving rapidly. However, systematic research and
evidence-based approaches on AI in education remain scarce (Bauer et al., 2025). Learning analytics and GenAI represent two
particularly prominent technologies in contemporary AI education discussions. While learning analytics has been specifically
developed within educational contexts to work directly with educational data, GenAI presents numerous potential educational
applications which require systematic analysis and evaluation. In order to enhance understanding of AI on learning, Bauer et
al. (2025) introduce the ISAR model to distinguish inversion, substitution, augmentation, and redefinition effects of AI
enhancement in the context of cognitive learning processes and outcomes. For instance, the term augmentation refers to the
capacity of artificial intelligence to augment instruction by providing supplementary cognitive learning opportunities.

Learning Analytics
Learning analytics is an emerging technology focused on adaptive systems and personalization used to collect and analyze
data from learners and their environment to optimize learning (Ifenthaler, 2015; Long & Siemens, 2011). It has been researched
and implemented in universities internationally for more than a decade (Arnold & Pistilli, 2012; Sclater et al., 2016), and various
learning analytics frameworks now exist (Drachsler & Greller, 2016; Khalil et al., 2022; Márquez et al., 2023). In Europe, learning
analytics remains relatively underexplored and underapplied in higher education (Tsai et al., 2020; Wollny et al., 2023). The
potential of learning analytics lies primarily in evaluating learning materials, improving instructional design and facilitation, and
enhancing personalization, thereby increasing academic success. Learning analytics is primarily used in online learning
environments but can be integrated into blended learning (Mah et al., 2023) and classroom settings (Shibani et al., 2020). One
of the main challenges is to ensure data protection and privacy (Drachsler & Greller, 2016; Jones, 2019) and competent
utilization by users (Ifenthaler, 2017a).

Learning analytics design involves the use of available information from various educational sources, including learners’
characteristics, behaviors, and performance, as well as information on the learning design to support pedagogical
interventions and the redesign of learning environments (Ifenthaler, 2017b). While the integration of learning design and
learning analytics has been discussed for over a decade (Lockyer & Dawson, 2011), large-scale implementation studies remain
limited (Frick et al., 2022; Ifenthaler et al., 2018). Research reviews have indicated that the field is still evolving toward maturity
(Drugova et al., 2023; Mangaroska & Giannakos, 2019). Effective implementation requires established frameworks (Law &
Liang, 2020) and well-defined indicators (Ahmad et al., 2022) to enable efficient data analysis for instructional designers. While
instructional designers recognize the potential for optimizing learning experiences, adoption remains constrained by
infrastructural challenges and professional development needs (Muljana & Luo, 2020).

GenAI
Recently, GenAI has been the focus of much attention in higher education worldwide, with discussions about its impact on
learning and teaching, including assessments, integrity, and AI literacy (Almatrafi et al., 2024; Celik, 2023; Mah et al., 2025; Ng
et al., 2021). Studies have shown that students and faculty in higher education are already utilizing GenAI, particularly LLM
(Chan & Hu, 2023; Mah & Groß, 2024; von Garrel & Mayer, 2023). Consequently, educational institutions around the globe have

The Journal of Applied Instructional Design

158



been formulating guidelines and policies concerning the utilization of GenAI (Jin et al., 2025). However, research indicates that
GenAI is often employed without consideration of the generated content, which is inherently biased based on the training data
(e.g., discrimination, lack of diversity; Bianchi et al., 2023; Schlude et al., 2024). Moreover, the inaccurate results that LLM can
produce, referred to as “hallucinations”—or, as Hicks et al. (2024) has called them, “bullshit”—are often overlooked. Hence, it is
crucial for students and educators to always check the accuracy of the provided (learning) content (Tlili et al., 2023). GenAI in
education can have potential benefits, such as enhancing creativity (e.g., providing original and diverse ideas), saving time and
efficiency (e.g., for administrative tasks so that educators can focus on more meaningful undertakings, such as personal
interactions and instructional activities), and teaching time efficiency (e.g., assisting educators with lesson planning and
educational materials; Bozkurt, 2024; Crompton & Burke, 2024; Giannakos et al., 2024; Tlili et al., 2023; Zawacki-Richter et al.,
2019; Bond et al, 2023).

The integration of GenAI into instructional design activities holds a number of opportunities and challenges (Hodges &
Kirschner, 2024), which have called established pedagogical practices into question. For example, ChatGPT has been proven to
be able to write graduate-level instructional design assignments with minor challenges in terms of contextualization (Parsons
& Curry, 2024). Current applications include the generation of lesson (Moundridou et al., 2024) and teaching plans (Hu et al.,
2024), the generation of high-quality questions which promote learning (Kim et al., 2025), and instructional materials (Mittal et
al., 2024). G. Choi et al. (2024) conducted an analysis to identify the strengths, weaknesses, opportunities, and threats of using
GenAI for instructional design by using the LLM ChatGPT to create a course map for an online course. They identified several
strengths (e.g., generating suitable learning objectives, aligning activities with learning objects, providing a variety of
instructional activities and assignments), weaknesses (e.g., activities not feasible due to limited contextual understanding,
unreliable output, vagueness of instructions), opportunities (e.g., reducing instructors’ workloads due to rapid prototyping of
course maps, promoting student-centered learning), and threats (e.g., quality control). Given the disruptive potential of GenAI
in education, it seems necessary that instructional designers adopt a conscientious, cautious, and ethically sensitive approach
toward GenAI integration and support this with training and collaborative guidance (Kumar et al., 2024).

Instructional Design Approach for Combining GenAI and
Learning Analytics
In light of the aforementioned developments, research has increasingly focused on leveraging learning analytics and GenAI to
enhance instructional design processes, and researchers have identified specific integration points within the multitude of
established instructional design models (Bond & Dirkin, 2020; Dousay & Stefaniak, 2024). The widely adopted analysis, design,
development, implementation, and evaluation (ADDIE) framework (Branch, 2010) can serve as a reference, as it provides
structured phases through which AI technologies can be systematically integrated. For example, learning analytics can
enhance the analysis and evaluation phases through data-driven insights, while GenAI can support the design and
development phases by facilitating content creation and adaptation. In summary, researchers have highlighted three critical
aspects in the educational AI landscape. First, while learning analytics and GenAI each offer distinctive benefits for
instructional design, their potential synergies remain largely unexplored. Second, despite growing technological capabilities,
practical, implementable frameworks are needed, particularly as instructional designers face adoption challenges. Third, the
effective integration of AI technologies requires systematic approaches that ensure quality control while leveraging the
capabilities of these technologies.

Building on these insights, we present a design approach that systematically combines the strengths of both technologies
(Mah, in press): GenAI’s capability for rapid content creation and the potential of learning analytics for data-driven optimization
(Figure 1). The approach specifically addresses current challenges by:

providing a structured approach for implementing AI technologies in instructional design
incorporating quality control mechanisms through iterative feedback
supporting the development of AI literacy through practical application
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enabling evidence-based refinement of AI-generated materials through the utilization of learning analytics

The approach enables a co-creative approach for developing meaningful learning materials and assessments through the
collaborative interaction of educators and learners with and through AI technologies, where continuous feedback and data-
driven insights guide the iterative improvement of AI-generated content. Accordingly, the approach can serve as a conceptual
guide on how to effectively structure and implement teacher–AI collaboration (Kim, 2024).

Figure 1

LA–GenAI Design Approach

The approach was implemented in a blended learning scenario (Hrastinski, 2019) which combined online learning activities
with face-to-face classroom sessions. It encompasses the following steps in the process of instructional design:

1. The educator develops new learning materials and assessments with the help of GenAI (e.g., self-tests, quizzes,
instructions, case scenarios). This requires critical reflection and the adaptation of the AI output to ensure alignment
with learning outcomes and accuracy.

2. The educator provides the adapted learning materials and assessments to their students on the learning management
system (LMS)/digital learning platform used for the course.

3. The students engage with the learning materials (e.g., by answering quizzes). Automated feedback is provided for
exercises such as quizzes.

4. Learning analytics is used to analyze how the students interact with the AI-generated materials on the LMS/digital
learning platform. The type of learning analytics depends on several factors: the LMS used at the institution, the system-
enabled analytics, the students’ consent, and the educator’s skill level.

5. The educator receives the learning analytics data-based evaluations and feedback on the materials provided via a
learning analytics dashboard, which they can utilize to draw conclusions regarding aspects such as unclear instructions
and overly complex tasks.

6. During the classroom sessions, the educator and their students engage in discussions about the learning analytics
feedback (e.g., the quality of the learning material). The process includes a critical analysis of the AI-generated materials
and an exploration of their optimization potential, such as refining prompts. At this stage, AI is also integrated as a
learning topic.
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7. Based on the feedback (learning analytics and discussion), the educator can refine the learning materials and
assessments in a continuous, iterative process. Additionally, the learning materials can be made available on open
educational resource platforms for community use and development. In addition, the refined learning materials and
assessments could undergo further employment and testing with the assistance of learning analytics to identify areas
requiring further improvement, such as the instruction component.

Through this systematic approach, the development of learning materials becomes a collaborative effort between educators,
students, and the educational community with support via AI technologies and learning analytics.

Research Questions
Against this background, we addressed the following two research questions (RQ) for the application and evaluation of the
proposed design approach:

RQ1: How do students evaluate the AI-generated learning materials and assessments?

RQ2: How do students perceive the co-creative design approach combining generative AI and learning analytics?

Method

Application and validation of the design approach
We validated the conceptual approach (Fig. 1) through its implementation in three undergraduate courses, comprising one
lecture and two seminars on education, digital teaching and learning, and AI in education, respectively, by following a mixed
methods approach, in which we combined quantitative ratings (descriptive statistics) with qualitative feedback (Mayring,
2021) and classroom discussions. The approach was applied in three sequential phases. First, learning materials were created
using ChatGPT-4 (OpenAI) by following the principled instructions for prompting that were indicated to be effective at the time
(Bsharat et al., 2023). This included the development of multiple-choice questions and case scenarios focused on the topic AI
in education, which was part of the course content. Thus, to create assessments, we provided the LLM with a paper on the
topic of AI as a foundation. We then employed various prompts (Figures 2 and 3).

Figure 2

Prompt 1 for Assessment Creation
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Figure 3

Prompt 2 for Assessment Creation

As prompted, the LLM generated (1) multiple-choice questions and (2) descriptions and instructions for a case study, both on
the topic of AI in schools. The initial output was then refined through the use of prompts, such as “Make the answers more
realistic and challenging” and “Adjust the answers according to Anderson and Krathwohl’s taxonomy. Also, focus on questions
and answers that promote practical competence in AI literacy in various situations and critical thinking.” Figure 4 shows some
examples of the LLM-generated and manually revised quiz items.

Figure 4

Examples of Generated Quiz Items

We reviewed and adapted the generated content to ensure alignment with the learning objectives and accuracy. In the second
phase, the materials were integrated into the Moodle LMS, where the students engaged with them for a period of one week (as
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preparation for the upcoming seminar session). During this period, the learning analytics data were collected. This data
included the date and duration of engagement with the assessments, the identification of correct and incorrect responses to
multiple-choice questions, and the responses to the open-ended case scenario question. The third phase focused on
evaluation and refinement. The students rated the materials and provided written feedback. Furthermore, the approach and
materials were discussed in classroom sessions, which allowed for a detailed exploration of possible improvements. The
feedback and learning analytics data thus provided a foundation for the iterative refinement of the materials.

Sample, data collection, and data analysis
The study involved 54 bachelor students (1st and 2nd semester), primarily from educational science programs (e.g., preservice
teachers), across three German university courses (Course 1: n = 12; Course 2: n = 34; Course 3: n = 8) from January to
December 2024. The students engaged with the learning materials through the learning platform/LMS Moodle. The
educational materials on the subject of “AI in education” were presented as a self-test and an instructional design experiment.
Participation was voluntary. The students were instructed to complete the self-test (i.e., multiple-choice questions, and the
responses to the open-ended case scenario question). For data analyses, the reports (i.e., quiz report, responses report, and
statistics report) provided by Moodle were utilized, as they contain the student data (e.g., the responses given by the
students). The data analyses encompassed the enrolled users who had attempted the self-test, the distribution of scores, and
students' responses (e.g., correct/incorrect responses to the question). Besides, students were asked to provide feedback on
the assessments. Thus, they rated the quality of the assignment questions and the overall quality of the case example using a
5-point Likert scale ranging from 1 (very good) to 5 (very bad). Additionally, the students provided written feedback on the
material quality and participated in structured classroom discussions about the approach and materials. The quantitative data
were analyzed using descriptive statistics, while the qualitative feedback underwent qualitative content analysis (Mayring,
2021) to identify key themes and suggestions for improvement.

Results

RQ1: Student Evaluation of AI-generated Learning
Materials and Assessments
Over all three courses, the participants rated the quality of the developed assessments (by addressing the complete set of
questions) as good (M = 1.87, SD = 0.69). Likewise, the overall quality of the developed case scenario was rated good (M =
2.25, SD = 1.03). Regarding the generated six assessment questions, the results were consistent over all three courses. The
mean values of the quality ratings ranged between good and very good, with no outliers or significant differences between the
courses (Table 1).

Table 1

Quality Ratings for the AI-Generated Assessment Questions

Course 1 Course 2 Course 3

n = 12 n = 34 n = 8

M SD M SD M SD

AQ1 2.10 0.88 2.29 1.24 1.57 0.53
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AQ2 2.00 0.85 1.77 1.10 1.43 0.53

AQ3 1.92 0.67 1.90 1.06 2.00 1.26

AQ4 1.82 1.25 1.79 1.10 1.17 0.41

AQ5 1.45 0.52 1.86 1.16 1.50 0.84

AQ6 1.55 0.93 1.97 1.27 1.33 0.52

RQ2: Student Perceptions of the Co-Creative Design
Approach
The qualitative student feedback revealed generally positive tendencies. The students reported that the assessment items
were easy to understand and could be solved using the knowledge acquired during the course. Regarding the case scenario,
the students generally described the approach as interesting and comprehensible.

A content analysis of the students’ feedback provided deeper insights into the feasibility of the approach. For the AI-generated
multiple-choice assessment questions, 31 valid responses were analyzed. Four overarching themes emerged, which
highlighted both the strengths of the approach and areas that required further attention (Table 2).

Table 2

Feedback on AI-Generated Assessment Questions

Theme Example quote Frequency, n
(%)

Clarity and
Comprehensibility

“I had to read some questions multiple times to understand them.”
“The questions were very clear and well formulated. It was fun to answer them.”

15 (48.4%)

Difficulty and
Complexity

“I think the correct answer was very easy to guess from among the answer
options.”
“If you paid attention during the lecture, you could answer the questions well.”

9 (29.0%)

Question and Answer
Design

“It was quite good, but I think other answer options or multiple correct answers
could have fitted the questions more often.”
“The questions were very concise, which I appreciated. They were also not ‘trick
questions’ that could confuse learners. However, I found the answer options in
question 6 not entirely well designed.”

5 (16.1%)

Personal Reaction “Pretty good.”
“Awesome.”

2 (6.5%)

Note. The 5-point Likert scale ranged from 1 (very good) to 5 (insufficient). AQ = assessment question.
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The qualitative feedback on the AI-generated assessment questions highlighted the students’ generally positive perceptions.
Many students found the questions clear, engaging, and manageable when course knowledge was applied. The theme Clarity
and Comprehensibility was the most frequently mentioned, with most students praising the comprehensibility of the
questions, although some noted that certain items required multiple readings. In terms of Difficulty and Complexity, the
students largely perceived the difficulty as appropriate; however, some felt that the correct answers were too obvious, which
made the questions less challenging. Others noted that a few questions were lengthy or complex, suggesting the need for
more concise phrasing. Feedback on the Question and Answer Design theme indicated some confusion about why only one
answer was correct in cases where multiple options seemed plausible. The students also suggested more varied answer
choices and highlighted the importance of ensuring answer formats align with expectations. Finally, the Personal Reaction
category consisted of short, positive remarks which indicated the students’ overall satisfaction. In summary, while the
assessment was well received for its clarity and relevance, the students’ feedback suggested the need for improvements in
question phrasing, complexity, and answer design to enhance future assessments.

The qualitative analysis of the open feedback on the case scenario revealed significant insights into the students’ perceptions
of the instructional design. Out of a total of 35 responses, 31 valid statements were analyzed and categorized into five
thematic areas (Table 3).

Table 3

Students’ Feedback on the Case Scenario

Theme Example quote Frequency, n
(%)

Clarity and
Comprehensibility

“The case scenario was clear and shows exactly what needs to be done.”
“The task was comprehensible but more time-consuming than the previous
tasks.”

11 (35.5%)

Difficulty and Complexity “Complex, somewhat lengthy, but very exciting.”
“There was a lot to pay attention to.”

7 (22.6%)

Case Scenario Design “The case scenario was fine. You just needed to review the content again to
be able to answer the question precisely.”
“The task was very well structured. It appeared clear and provided many
different opportunities to be creative and bring in new ideas.”

5 (16.1%)

Personal Reaction and
Evaluation

“Exciting idea, and it was fun to engage with it.”
“The case scenario raised questions for me.”

7 (22.6%)

Miscellaneous “I found it difficult to say how teachers could be involved in the project.” 1 (3.2%)

The qualitative feedback on the case scenario revealed varied but generally positive perceptions. The most frequently
mentioned theme was Clarity and Comprehensibility; the students highlighted that the case scenario was clear, practical, and
easy to follow. However, some noted that certain parts required careful interpretation or were time-intensive. In the theme
Difficulty and Complexity, some students felt that the task was manageable but required extensive attention and familiarity
with certain concepts, which made it more demanding. A few students also expressed uncertainty about the expected scope
of the task. Feedback regarding the Case Scenario Design theme emphasized the well-structured nature of the scenario, which
allowed for creativity and the integration of personal ideas. Nevertheless, some students suggested that clearer instructions or
more concrete examples could have made the task more accessible. The theme Personal Reaction and Evaluation captured
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the students’ subjective impressions, with many describing the task as interesting, engaging, and thought-provoking. Several
comments reflected the students’ curiosity about how the case scenario could be applied in real-world educational contexts.
Finally, the assessment for the Miscellaneous category comprised a reflection on teachers’ involvement in the project. In
summary, the feedback demonstrated general approval of the case scenario while simultaneously highlighting opportunities to
refine the task instructions and address complexity to support students more effectively.

In subsequent classroom discussions about the approach, the students identified several opportunities and challenges. They
particularly valued the combination of data-driven and face-to-face feedback for improving the learning materials and noted
efficiency gains once effective prompts had been established. However, they emphasized that AI literacy was crucial for
utilizing the approach effectively. The students raised concerns that educators who lacked AI literacy may struggle to develop
and evaluate AI-generated content, which could lead to implementation challenges or poor-quality materials. They also
highlighted data privacy considerations regarding learning analytics. The students suggested implementing peer review
processes for newly developed materials and proposed enhanced learning analytics dashboards to better understand their
learning processes.

Discussion
The findings of this study demonstrate both the feasibility and potential impact of integrating GenAI with learning analytics in
instructional design. The evaluation of our approach revealed several key insights about the co-creative development of
learning materials in educational settings.

Effectiveness of the Approach
Our results indicated that the systematic combination of GenAI and learning analytics creates an effective environment for
developing and refining educational content. The students’ positive evaluations of the AI-generated materials, with mean
ratings ranging between good and very good, suggest the approach supports the creation of high-quality learning materials.
The learning analytics data provided concrete insights into the effectiveness of the materials, while the classroom discussions
enabled a deeper understanding of the students’ engagement with the content. For example, the high error rate in AI-generated
exercises helped identify unclear instructions (Ifenthaler & Schumacher, 2016), which allowed for targeted improvements. The
iterative nature of the framework, which combined online interactions with face-to-face discussions, proved particularly
valuable for the continuous refinement of the learning materials.

The students’ feedback highlighted the specific strengths of the approach, particularly regarding the clarity of the material and
engagement opportunities. The combination of data-driven insights and collaborative discussion sessions created multiple
feedback loops that supported quality improvement. However, the students also identified important prerequisites for
successful implementation, notably the need for AI literacy among educators and consideration of data privacy aspects in
learning analytics.

Theoretical and Practical Implications
The approach developed in this study extends the current approaches to AI integration in education by demonstrating how
different AI technologies can be systematically combined to enhance instructional design processes. While previous research
has explored either GenAI (G. Choi et al., 2024) or learning analytics (Mangaroska & Giannakos, 2019) in isolation, our
approach shows how their combination can create synergistic benefits. The co-creative approach aligns with recent calls for
the more collaborative and evidence-based integration of AI in education (Bozkurt, 2024) while addressing practical
implementation challenges. Furthermore, our approach could be associated with augmented instruction of AI effects on
learning in the ISAR model (Bauer et al., 2025). Therefore, the proposed instructional design approach has the potential to
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enhance cognitive support by providing new learning material (GenAI), additional feedback (Learning analytics), and
scaffolding that optimize cognitive processing of various learning activities in digital learning environments.

From a practical perspective, our approach offers several advantages. First, it enables the efficient creation of differentiated
learning materials, thereby potentially contributing to more inclusive learning opportunities aligned with universal design
principles (Yang et al., 2024). Second, the structured approach helps ensure quality control through multiple feedback
mechanisms, which addresses common concerns about AI-generated content reliability. Third, the approaches’ integration of
learning analytics provides evidence-based insights for continuous improvement and thus moves beyond subjective
assessments of material quality.

Teacher Education Context
Our findings suggest that the approach is particularly valuable in teacher education settings, as it offers multiple benefits for
both instructors and preservice teachers. For instructors, it provides an efficient approach to creating and refining learning
materials while modeling evidence-based technology integration. The approach enables the systematic analysis of material
effectiveness through learning analytics and consequently supports data-driven instructional decisions.

For preservice teachers, the co-creative approach offers unique opportunities for engagement with AI technologies as both
learners and future implementers. This dual role is crucial, as research indicates that exposure to tools like ChatGPT alone
does not ensure future classroom adoption, with preservice teachers often expressing uncertainty about AI integration (Bae et
al., 2024). The approach addresses these uncertainties by combining AI literacy development with authentic instructional
design tasks while fostering the data literacy needed for effective teacher–AI collaboration (Kim, 2024). Additionally, research
indicates that some faculty members employ GenAI to a greater extent for the conception and preparation of teaching than for
exams and evaluations (Mah & Groß, 2024). This evidence-based approach may therefore also motivate instructors to utilize
GenAI for the creation of AI-generated materials and assessments.

Perhaps most significantly, preservice teachers trained through this approach can act as innovation multipliers in the
educational system. Having experienced evidence-based AI integration firsthand, they are better positioned to implement
similar approaches in their future teaching practice. This multiplication effect is particularly important given the rapid evolution
of AI technologies in education and the need for informed, practical approaches to their implementation in K-12 settings.

Limitations
Several limitations should be considered when interpreting our results. The sample size was relatively limited, which reflects
the exploratory nature of the study. Additionally, the students’ educational science backgrounds may have influenced their
interest in and engagement with the AI-based instructional design tools. The approach integrated separate AI-based tools
(LLM and learning analytics), so future integrated learning environments may require adaptations to the model.

Future Research
Further research should address several key areas. More detailed specifications are needed regarding learning outcomes
(Anderson & Krathwohl, 2001) and constructive alignment (Biggs et al., 2022). The implementation of learning analytics
dashboards for both educators and students requires further investigation (Khosravi et al., 2021), as does the potential benefit
of using templates (Rüdian & Pinkwart, 2023). Beyond technical requirements, research should explore educators’ perceptions
of AI in instructional design, particularly regarding teacher–AI collaboration (Alfredo et al., 2024). Furthermore, future research
on assessment design should also address the distractors quality in AI-generated multiple-choice questions (Hwang et al.,
2024), as this could undermine assessment rigor. Therefore, during the exploratory phase of the model, it may be particularly
useful for self-assessments, which can yield profound insights into assessment designs. In addition, our proposed approach
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may also support a shift toward more formative, competency-based assessment approaches in the era of GenAI (Hodges &
Kirschner, 2024; Mao et al., 2023).
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