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Nonverbal Sound Embodied Interaction Interactive Learning Experience

Sound has been intensively used to facilitate learning in education since the expansion of computer technology
in the 1970s. Yet the primary focus of sound has been paid to using audio to replace text or to supplement
graphics in multimedia instructions. Nonverbal sound, as one of the critical information sources in daily life, is
largely overlooked in learning environments. This experimental study investigated how integrating nonverbal
sound in embodied interaction affected learning in a digital environment. A language learning website was
designed to host the interactive learning activity where nonverbal sound was used to guide learners’ actions
during the character writing activity. A total of 140 undergraduate students participated in the experiment. The
finding suggested that using nonverbal sound to facilitate embodied interactions led to a better interactive
experience and higher intrinsic motivation.

Introduction
Interactive computer-based activities such as simulations and educational video games have properties that can
effectively facilitate learning (Lindgren et al., 2016; Rutten et al., 2012; Smetana & Bell, 2012). Learners operate
computer interface controls such as mouse and keyboard to respond to learning content, thus constructing their
knowledge (Anastopoulou et al., 2011; Lindgren et al., 2016; Mihalca & Miclea, 2007). The design rationale of such
interactive activities draws from the embodied cognition perspective that the coordination of sensory, motor, and
cognitive functions creates the human experience and the understanding of the surroundings (Barsalou, 1999;
Glenberg, 2010; Johnson, 2013; Skulmowski & Rey, 2018). In other words, the sensorimotor system plays a crucial role
in information encoding and retention in knowledge construction (Goldin-Meadow et al., 2009; Mizelle & Wheaton,
2010). Moreover, involving the physical movement and sensory system in the learning process can promote concrete
experiences, which are driving forces to develop an understanding of abstract concepts (Abrahamson & Lindgren, 2014;
Black et al., 2012; Carver et al., 2007).
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In computer-based learning environments, we heavily rely on visual and auditory senses (Ale et al., 2022; Dinh et al.,
1999). Instructional messages are delivered in bimodal presentations so that the brain processes information in
separate channels that help improve information processing capacity (Mayer, 2005; Mayer et al., 2001; Moreno & Mayer,
2007; Paas & Sweller, 2014). However, auditory presentation refers predominantly to narration in most cognitive theory
of multimedia learning (CTML) research studies (Bishop et al., 2008; Bishop & Sonnenschein, 2012; Li & Finch, 2021).
Occasionally, sound effects and environmental sound are presented together with narrations, yet most research still
focuses on narration (Ale et al., 2022; Li & Finch, 2021). Among a handful of studies emphasizing nonverbal sound, the
results are mixed for the effects of nonverbal sound on learning. For example, environmental sound can create a
“cinematic style” (Bishop & Sonnenschein, 2012) atmosphere that engages learners. On the contrary, random
background music can be distractive and negatively affects cognitive task performance (Chou, 2010; Fumham, 1997;
Grice & Hughes, 2009; Perham & Vizard, 2011; Perham & Currie,2014). The inconsistent effect of nonverbal sound
reported in existing studies, to some extent, has validated concerns raised by Mayer (2005) and other cognitive
researchers (Moreno, 2006; Moreno & Mayer, 2007) regarding the extra cognitive load caused by nonverbal sound could
interfere with the learning process. Still, it is worth noting that current studies examined the use of nonverbal sound in
static environments where learner-interface interactions were limited.

A well-known example of using nonverbal sound to facilitate interactions is video games. Game players highly depend
on nonverbal auditory signals to navigate the fast-paced gaming process. For example, nonverbal sound enables
players to monitor background processes, locate critical information, and collect environmental information (Jørgensen,
2009). All these details can be processed in the auditory channel without deviating the players from their primary visual
tasks. Research indicates that players’ performance drops accordingly when nonverbal sound is removed from the
game (Jørgensen, 2009).  

Given that learning environments are increasingly immersive and interactive, it is worthwhile to investigate how to
integrate nonverbal sound into the learning process to promote active learning. In the existing studies, design by
intuition is the most commonly used approach by many designers when integrating sound into the learning contents
(Pfeiffer, 2008). Such an intuition-based design method can lead to inconsistent learning outcomes across different
research studies because decisions on sound use are based on personal assumptions (Ferati et al., 2012; Mann, 1979;
Pfeiffer, 2008; Vickers, 2002). In this study, we perceive sound as an essential element that promotes the embodied
cognitive process, and nonverbal sound can play a vital role in the embodied interaction process. The design of
nonverbal sound follows the interaction design principles in the field of user experience (UX). Learners perform actions
on an interface that generates nonverbal sound, and sonic feedback in turn affects learners’ subsequent actions. We
attempt to find out: Will the inclusion of nonverbal sounds in the interaction process lead to a better learning experience
in a computer-based writing task? Can sound stimulate motivation by immersing learners in embodied interaction,
leading to better task performance?

Literature Review and Theoretical Framework
Three types of nonverbal sounds have been used for learning purposes: environmental sounds, sound effects, and
electronically generated tones (Li & Finch, 2021). Environmental sounds were those associated with surroundings that
helped to understand where the action took place (Bajaj et al., 2015; Mann, 1979). For example, in Bishop et al.’s (2008)
study, environmental sounds were presented together with the visual content in a computer-based learning module,
such as an ominous orchestral theme played as background music when the module title of “Thinking Zone” scrolled
across the screen; crickets chirping, a constant dry wind blowing, and a wolf howling in the distance were played along
with an image of a desert on the screen.

Sound effects were those associated with surroundings that helped build an intuitive linkage between objects and
events in a virtual world, typically using sound similar to what people recognized in the real world (Brewster, 1997;
Buxton, 1989; Calvert & Scott, 1989). For instance, in Bajaj et al.’s (2015) study, sound effects were used in an
instructional video to highlight particular learning concepts, such as using sound effects of water flowing through a tap
when explaining how to mix water into a chemical compound. In Bishop et al.’s (2008) study, sound effects of clinking
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dishes and muffled conversations were embedded with an image of a restaurant booth that augmented the learning
experience in an online learning environment.

Environmental sounds and sound effects were primarily used in instructional videos and audiobooks, occasionally in
computer-based courses. These nonverbal sounds carried solid affective significance that could influence and shape
learners’ behaviors in the learning process. Research studies revealed that the integration of nonverbal sound better
sustained learners’ attention and improved learner engagement through a sense of audio immersion (Bajaj et al., 2015;
Bishop et al., 2008; Calvert & Scott, 1989; Mann, 1979). In addition, researchers observed the positive effect of these
two types of nonverbal sounds on memory retrieval, attributing to the strong linkage between sound and narrative
content (Bajaj et al., 2015; Boltz et al., 1991; Calvert & Scott, 1989; Hativa & Reingold, 1987; Mann, 1979).

The third type of nonverbal sound was abstract synthetic tones. These short synthetic tones were parameterized to
deliver messages in an auditory format (Calvert & Scott, 1989; Pfeiffer, 2008; Vickers, 2002). Unlike environmental
sounds and sound effects, synthetic tones were not directly associated with any specific concept, event, or object.
Hence, it depended on how the researchers established connections between selected tones and learning concepts or
events. In previous studies, synthetic tones were usually embedded before or after the critical information identified by
the instructors as pre-cue or post-cue. For example, Hativa and Reingold (1987) highlighted important scenes using a
set of synthetic video-game-like sounds in a computer-based lesson. Calvert and Scott (1989) used a one-second
whistle-like sound to mark critical events in a video program. One of the major problems in using synthetic tones was
that these tones could become irrelevant and even distracting if learners failed to understand the connection between
the tones and the content (Bajaj et al., 2015). Therefore, a systematic application of selected synthetic tones was
critical to helping learners recognize the pattern of sound use, thereby enabling these tones to be effective memory
anchors (Bajaj et al., 2015; Li & Finch, 2021).

Although the numbers of research studies are limited, we can still track the value of nonverbal sound in these studies,
such as immersing learners, sustaining learners’ attention, and organizing information as cues. As mentioned earlier,
we perceive learning through the lens of embodied cognition that emphasizes the role of embodied interactions in
knowledge construction. We were interested in how the virtue of nonverbal sound can facilitate learning in an
interactive learning environment. We selected language writing as the activity because it allowed a high degree of
sensorimotor engagement based on Johnson-Glenberg’s taxonomy of embodied learning (Johnson-Glenberg et al.,
2014). We decided to use synthetic tones since our activity was a simple language writing task without narrative
content. Moreover, synthetic tones could also lower the possibility of activating inappropriate prior knowledge
compared to environmental sounds and sound effects. We adapted interaction design principles in the UX field to guide
the activity design and a systematic application of synthetic tones in the interactions (Aleksy et al., 2016; Borchers,
2000). As shown in Figure 1, a simple interaction cycle consists of a user action and interface feedback (a targeted
response to the action). Nonverbal sound can be integrated as feedback in the interaction to guide learner actions in the
writing task.

Figure 1

Adding Nonverbal Sound in the Interaction
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A diagram shows a cycle of three elements: learners, interface, and feedback. Nonverbal sound is integrated into the
feedback to serve as sonic feedback to learners. 

Given the potentials of nonverbal sound discussed earlier, an assumption is made that nonverbal sound may be an
effective tool to facilitate learning in an interactive environment by encouraging learners to stay engaged with the
learning activity, enhancing the learning experience, thereby leading to better learning achievements.

Method
Participants and Procedure
The participants came from a large public university in Texas, USA. A total of 140 undergraduate students participated
in this study. They ranged from sophomores to seniors and were enrolled in the College of Education. As the writing
task was to explore how to write selected Chinese characters, participants were supposed to have no prior knowledge
of any spoken and written Chinese. The study used the split testing method to compare two versions of the language
writing activity: the nonverbal sound version and the visual equivalent version. Following the random assignment to the
different testing groups, all participants received an email containing a link to access their assigned version of the
Learning Chinese program and instructions on how to use it. Participants were asked to use their electronic devices to
explore the program at their preferred location and time. Additionally, they were not limited by the number of attempts
and were allowed to exit the program at any point. Once participants accessed the program, the software started
recording the time spent on each page. Before leaving the program, the participants were asked to complete a brief 5-
minute survey.

Learning Chinese Program Development
The Learning Chinese program was a customized website that allowed learners to construct the understanding of
strokes and correct order of eight selected Chinese characters by interacting with the digital writing canvas. A drag-and-
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drop knowledge check task was included at the end of the writing activity to assess how well they could recall the
stroke orders of those characters. The tracking codes were embedded into each page to capture the time spent on each
activity.

Eight Chinese characters were hieroglyphs, and the character's shape represents its meaning. These characters were
displayed in the writing program in the following order: ⻔ (Door), ⼭ (Mountain), ⼦ (Child), ⼥ (Woman), ⻢ (Horse), 夫
(Man), ⽔ (Water), ⽇ (Sun). Every character contains several strokes in a particular order. For example, ⻔ (Door) has
three strokes starting from the dot from the top downwards. Then a vertical stroke is drawn from the top downwards.
The last is a compound stroke called horizontal turning with a hook. This stroke starts with the horizontal stroke from
left to right, turns downward, and ends with a hook (Figure 2).

Figure 2

An Example of ⻔ (Door) on Writing Canvas

An interaction analysis was performed to identify areas where learner-interface interaction occurred (Figure 3). Three
types of nonverbal sounds were integrated into the interaction process to assist learners in exploring the basic rules of
writing Chinese characters. A short and low-pitched “Ding” sound (S1) was to confirm the action of locating the first
stroke of the character. A short but heavy “Dur” sound (S2) was to inform the learner of incorrect movement. A
prolonged high-pitched “Ding” sound (S3) was to reinforce the learner’s action on the successful completion of one
character.

Figure 3

The Interactive Process of Writing Activity - An Example of ⻔ (Door)
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A diagram describes the interaction process of how nonverbal sound facilitates interactions. The top left rectangular is
labeled First Click. One connected circle is labeled Canvas Reset. The other three rectangular are labeled Stroke 1,

Stroke 2, and Stroke 3. 

We used the Web Audio programming application interface (Web Audio API) to generate synthesized tones. The Web
Audio API was a high-level JavaScript application that eliminated the problems caused by large audio file sizes and
avoided time spent waiting for files to load. For example, the sonic feedback indicating a correct movement (S1) was
coded as playSound (‘sine’, 1440.13, 0, 0.8, true). The Web Audio API technique improved the synchronization level of
visual, auditory, and physical movement in the interaction process.

For the visual equivalent version, we followed the Spatial Contiguity Principle and placed text feedback at the bottom of
the canvas to guide interaction (Figure 4). ‘Correct! Continue!’ was to confirm the correct selection of the first stroke,
‘Incorrect! Start Over!’ was to inform an incorrect drawing, and ‘You Got It! Next!’ was to notify completion of writing one
character. The stroke color turned grey, indicating an out-of-track drawing behavior.

Figure 4

An Example of Visual Equivalent
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Instruments
The instruments were the User Experience Questionnaire (UEQ) (Schrepp et al., 2017), the Situational Motivation Scale
(SIMS) (Guay et al., 2000), and web data. The UEQ measures user-interface interaction experience in online
environments that captures users’ feelings and impressions when interacting with the website. The questionnaire
contains six factors with 26 items using a 7-point rating scale. Attractiveness examined a purely emotional reaction to
the acceptance or rejection of the website. Efficiency, Perspicuity, and Dependability measured whether the website
enables the learner to complete the task efficiently and effectively. The Stimulation and Novelty factors assessed the
non-task-oriented aspects of the interaction experience, such as the originality of the website design.

The SIMS measures both intrinsic and extrinsic motivation using a 7-point rating scale. The subscales of intrinsic
motivation and identified regulation from the SIMS were used in this study as we attempted to explore if nonverbal
sounds could stimulate intrinsic motivation. These test items examined how satisfied learners were while performing
the writing activity.

Time spent on a product is considered an objective indicator of users' engagement with the product (Liu et al., 2010).
Web data collected the amount of time spent on each webpage to understand how well the website captured learners'
attention, thus keeping them engaged in the writing activity.

Additionally, time spent on the drag-and-drop task was collected to understand learning achievements on how well
participants could recall the correct stroke orders.

Data Analysis
A multivariate analysis of variance (MANOVA) was performed to examine whether nonverbal sounds led to a better
interactive experience and increased intrinsic motivation and if any interaction effect occurred by learning preference.
MANOVA is a way to examine whether one or more independent variables affect two or more dependent variables
(O’Brien & Kaiser, 1985). Wilk’s lambda was an indicator to detect the statistical significance between the means of
identified groups on a combination of dependent variables. A further analysis was conducted to determine how the
specific dependent variables contributed to the significant overall effect. Moreover, a p-value was obtained to detect
whether a statistical interaction effect existed between website versions and self-perceived learning preference.
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Results
Cronbach’s Alpha coefficient was calculated for each subscale of the UEQ and SIMS, using the Scale – Reliability
function in a software named Statistical Analysis in Social Science (SPSS). The alphas of all six subscales were higher
than .75 for the UEQ. The alphas of intrinsic motivation and identified regulation were .92 and .86 for the SIMS. The
results indicated a high level of inter-item reliability. Box’s Test of Equality of Covariance Matrices (.418) was not
significant, p (.51) > (.05), indicating Wilk’s Lambda was appropriately used to determine the significance level. Bartlett’s
Test of Sphericity  was significant, p (.000) < (.05), indicating the condition of Sphericity was not violated, and the
MANOVA would not risk increasing the likelihood of a Type I error.

The multivariate test results indicated a statistical significance between the groups (nonverbal sounds and visual
equivalent) on a combination of three dependent variables (Wilk’s ʌ = .841, F (3, 121) = 7.619, η2 = .159, alpha = .05. 1-β
= .986). The η2 = .159 indicated that approximately 15% of the multivariate variance of the dependent variables was
associated with program versions.

The univariate tests showed statistical significance for interactive experience (F = 7.994, η2 = .61, p =.005, 1-β = .801)
and motivation ((F = 14.619, η2 = .106, p = .000, p =.005, 1-β = .967)) between groups. The η2 results indicated that 6.1%
of the variance of the interactive experience was associated with the variable of groups, and 10.6% of the variance of
motivation was associated with the variable of groups. However, the univariate test did not find a statistical significance
for time spent on the learning program (F = .701, η2 = .017, p =.708, 1-β = .348) as well as the drag-and-drop task (F=
.699, η2 = .950, p =.709, 1-β = .348).

Discussion
The split testing results indicate that the inclusion of nonverbal sound in the interaction process has a positive effect on
participants’ learning experience and intrinsic motivation. The UEQ measures participants’ learning experience built
through interactions with the program interface. In the experiment, learners explored the correct stroke orders of
Chinese characters on the digital canvas with either auditory or visual feedback. Compared to the visual-only version,
the inclusion of nonverbal sound in the interaction process activates a multisensory learning experience. This design
simulates our experiences in the real world in which visual and auditory senses are coordinated to guide our behaviors
in performing many daily tasks. In addition, the synchronization of visual, auditory, and writing movement keeps the
learners better focused on the learning activity. When drawing on the digital canvas, learners maintain their attention on
the writing activity with constant guidance delivered by nonverbal auditory signals. By contrast, learners in the visual
group have to constantly switch their attention between the writing task and text feedback. Although the text is
presented close to the canvas in a succinct way, a frequent switch of attention could increase the visual perceptual load
that interferes with information encoding and retention (Calvert & Scott, 1989). According to the UEQ, learners’
perceptions and feelings towards the interactive experience with the program primarily come from their impressions of
its design and use (Schrepp et al., 2017). Therefore, the test results of a positive effect on the learning experience may
have been attributed to the above-described reasons.

The SIMS examines the internal pleasure and satisfaction experienced when learners work through the writing activity.
The test results indicate learners in the nonverbal sound group tend to get more motivated than those in the visual
group. One possible reason is that the multisensory learning experience improves learners’ feeling of presence in an
online environment. Presence is one of the determinants that instigates intrinsic motivation (Makransky & Petersen,
2021). As mentioned earlier, having nonverbal sound to facilitate interactions activates a multisensory experience.
Learners may have been more immersed in a multisensory learning experience. The degree of immersion is associated
with the level of presence in an interactive environment (Makransky & Petersen, 2021). Another possible reason can be
the synchronization of visual, auditory, and hand movement increase a sense of control over the writing activity.
Learning activities achieved with high perceived control over actions can trigger enjoyment in learners, thus activating
intrinsic motivation (Makransky & Petersen, 2021; Moore & Fletcher, 2012; Pekrun, 2006). When working on the writing
activity, learners in the nonverbal sound group can simultaneously focus on the drawing movements on the canvas and
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process nonverbal sound feedback. Yet learners in the visual group must constantly switch their attention from drawing
actions to visual feedback that interrupts drawing actions, potentially decreasing perceived control over the writing
activity.

Unlike the positive effects on learning experience and motivation, the observed difference in the amount of time spent
on the writing activity and the drag-and-drop task is not statistically significant between the two testing groups. The test
results from the above survey suggest that nonverbal sound could be an effective motivator to engage learners with the
writing activity. However, web data collected from the program indicate that participants in the nonverbal sound group
did not spend more time exploring the character writing activity than those in the visual group. In addition, participants
in the nonverbal sound group did not complete the drag-and-drop task faster than those in the visual group. A possible
explanation could be that the time required to discover the correct stroke orders of all eight characters may have been
short because they are entry-level characters for first-grade students in Chinese-speaking regions.

Conclusion
We have depended on our visual systems in learning for so long that we almost forget how powerful the auditory
system can be. As one of the primary information sources, nonverbal sound is essential to guide us to function
appropriately and effectively in daily life. However, it is so underrated as an information representation format in
multimedia design for learning. Our study has initiated the first step to incorporate nonverbal sound in the multimedia
design to facilitate active learning in interactive environments. The author team has actively contributed through
different phases starting from the design of the Learning Chinese program. We have one member specializing in UX
design, two from educational technology, and one from research measurement and evaluation. A team with various
backgrounds has enabled the authors to view this study and interpret the results from diverse perspectives.  

This study did have some limitations. The first limitation is the activity design of the Learning Chinese program.
Learning content should include a set of sophisticated Chinese characters. The drag-and-drop activity was not the best
strategy to measure a recall of the correct stroke orders. Initially, the design team identified 15 Chinese characters with
different difficulty levels, and the final assessment was to allow the participants to write on a blank canvas. The version
used in the testing lacked the complexity of content and simplified the assessment method, which can limit the ability
to determine true group differences in test results. Second, using computers as the delivery tool was not optimal for the
language writing task. The decision made to use computers was based on cost and convenience. Since the focus of
this study was for the participants to explore the stroke orders of Chinese characters, the ideal delivery tool would have
been touch screen devices that allowed the participants to draw the Chinese characters with their fingers instead of a
computer mouse. Third, environmental distractions may affect learners in the visual group more than those in the
nonverbal sounds group. Learners participated in the study at their preferred locations. Auditory signals are better
suited to attract attention than visual signals in a busy environment. If learners were distracted by their surroundings,
nonverbal sounds could better redirect their attention to the writing activity. In this case, nonverbal sound played a role
in stimulating attention rather than facilitating embodied interaction. 

We attempt to bring nonverbal sound to the design community's attention. We see its great potential in facilitating
learning even in our preliminary investigation. There are several gaps in our understanding of using nonverbal sound in
interactive environments. Future research studies might investigate the following aspects to expand our knowledge of
nonverbal sound based on the findings in the current study:
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1. More empirical studies are needed to discover the effective design. Future research might consider having multiple
testing versions, such as text only, audio only, non-text visual only, text + audio, non-text + visual, and text + non-text
+ audio, to identify whether the effect of nonverbal sound observed in this study still applies.

2. An investigation of different types of nonverbal sounds in interactive environments. The current study has focused
on using synthetic tones to respond to learners' actions in the interaction process. More studies are needed to
explore different types of nonverbal sounds, such as environmental sounds and sound effects, and how they affect
learning in interactive environments.

3. More empirical studies are needed to investigate how the inclusion of nonverbal sound affects knowledge or skills
in different subject areas. In this study, a well-designed post-test should have been conducted to examine how
integrating nonverbal sound in the interaction process affected knowledge construction and retention of basic
rules of Chinese stroke orders. Due to the simplified assessment activity, little did we know about the effects of
nonverbal sound on supporting language learning. More empirical studies exploring the effects on different
learning outcomes would help us develop a deep understanding of nonverbal sound for learning.
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